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Accelerate with IBM Storage Webinars

The Free IBM Storage Technical Webinar Series Continues in 2020...

Washington Systems Center — Storage experts cover a variety of technical topics.

Audience: Clients who have or are considering acquiring IBM Storage solutions. Business Partners and IBMers are also
welcome.

To automatically receive announcements of upcoming Accelerate with IBM Storage webinars, Clients, Business Partners
and IBMers are welcome to send an email request to accelerate-join@hursley.ibm.com.

Located on the Accelerate with IBM Storage Site: https://www.ibm.com/support/pages/node/1125513

Also, check out the WSC YouTube Channel here:
https://www.youtube.com/channel/UCNuks0go01 ZrVVF1jgOD6Q

2020 Upcoming Webinars:

July 28 — Spectrum Scale Erasure Code Edition
Register Here: https://ibm.biz/BdgaMT

August 20 - Designing a Resilient Storage Network for IBM SVC and Spectrum Virtualize HyperSwap Clusters
Register Here: https://ibm.biz/Bdgb5h

August 25 - Protecting your business with GDPS Logical Corruption Protection (LCP) Manager
Register Here: https://ibm.biz/Bdq8gA
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Accelerate with IBM Storage Survey

Please take a moment to share your feedback with our team!
You can access this 5 question survey via Menti.com with code 91 74 40 or

Direct link https://www.menti.com/mkg7a2x6q8

Or
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It's a simple fix. Oris it?

I NEED TO KNOW WHY MOVING

OUR APP TO THE CLOUD DIDNT

AUTOMATICALLY SOLVE ALL OUR
PROBLEMS

YOU WOULDN'T
LET ME RE-
ARCHITECT THE
APP TO BE
i} CLOUD-NATIVE

JUST PUT IT
IN
CONTAINERS

YOU CAN'T
SOLVE A
PROBLEM JUST
BY SAYING
TECHY THINGS

KUBERNETES




Containers, Microservices and Orchestration

Fundamental to your cloud evolution . . ‘ ‘ .
Improves resource utilization ‘ . = ..
No more over-provisioning S N

Isolates discrete processes to speed up workflows ‘
Spin up in microseconds . N l N PN
Improves time to market and new profits a N .‘ N
Utilize Open Source - <> .‘ S

Container Storage Interface (CSI) . . “ ‘
20

Managed by Kubernetes .



Storage challenges were

mostly about the numbers. Storage Speed of
Now it’s about the data connectivity adoption
matters NEWEES

6 5% Reduction in infrastructure costs

590/ Avoid vendor lock-in

5994 Data stored with different vendors
in silos across the enterprise

59% Improve latency

NVMe, Storage Class
Memory, and Software-
Defined Storage

Storage must have a way
to connect to the cloud

Storage location matters

Data security
Regulatory environments
Performance

Avalilability



IBM can
help you
modernize

data
resource
solutions
designed for

Red Hat
OpenShift
and IBM
Cloud Paks
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Terminology

« Containers — standard unit of software that packages up code and all its
dependencies — “Docker” or “CRI-O are a “brand” of container

oy of

erminology ' * Kubernetes — (K8s) — a container management tool

[tur-muh-nol-uh-jee]

noun, plural

o et * OpenShift — (OCP) — container application “platform” with full stack automation

SO, Mt or speciatized subgect; nomendlature
2 the scionce of terms, as in porticular scienoes of

» Kubectl or OC — CLI used to run commands against a Kubernetes cluster

» yaml — a human readable data serialization language — typically used for
systems configuration files

Storage Specific Terminology

Ceph — SDS that implements object storage on a distributed computer cluster, and provides interfaces for object-, block- and file-level storage.
CSI - Container Storage Interface — industry standard API to create and use storage services

Non-Persistent Volume (NPV) — no data requires storing / used — ex — Siri application

Persistent Volume (PV) — a storage systems data area where container data is kept— ex — Mongo DB

Persistent Volume Claim (PVC) — a request to a storage system for a place to store data

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Accelerate with IBM Storage

1- What/why Containers

2 - What/why Kubernetes

3 - What/why Openshift

4 - What/why Cloud-paks

5 - How we can help
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Containers versus Virtual Machines (VMs)

.

Host Operating System (OS)

HW

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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T e }u 3 .

Containers versus Virtual Machines (VMs)

Containers

libs libs libs

Hypervisor

Container Runtime Engine

Host Operating System (OS) Host Operating System (OS)

HW HW
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Washington System§_§:é 3 Storage
Containers versus Virtual Machines (VMs)

Containers

libs libs libs

Container Runtime Engine

| Container Runtime Engine |
Host Operating System (OS) Host Operating System (OS)
HW

HW

Accelerate with IBM Storage
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Kubernetes - Container Orchestration

Server/VM Server/VM

Server/VM

Other Otht_er Other
Container Container Container

Other Other Other
Container Container Container

Other
Container

ating System (OS)

HW

libs libs libs

Container Runtime ‘€ng
Operating System (Of

HW
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Kubernetes - Conta tcafiop

Kubernetes Terminology 101

“Pods”

1.Pods are the smallest deployable units of

computing that can be created and managed in
Kubernetes

Sudine
r

2.Pods consist of one or more containers that are @l me
logically connected and deployed together.

ﬂ/lost pods are just one container. e

ner Runtime'§ iner Runtime Engine

A
F
Operating System (« —’ ating System (OS)
HW

HW
s UDERNET
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Kubernetes - Container Orchestration

Other

Container < Ot'h?r p
Other a Contain

Conrta), r

Other
Cortail ¢

ating System (OS)

HW

Container Runtime ‘€ng

Operating System (Of
HW
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Multicloud world wants “build once, run anywhere”

*OpenShift Container Platform enables that

© Copyright IBM Corporation 2020 Accelerate with IBM Storage



Cluster services

Monitoring, managing, policy,
security, Registry, logging

Physical

© Copyright IBM Corporation 2020

Developer services

Dev tools,
Automated builds,
Cl/CD, IDE

Red Hat
Enterprise Linux
Enterprise Linux CoreOS (introduced in v4.0)

Aoy imfrastructure

Accelerate with IBM Storage
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OpenShift Container Platform 4 Overview

RED HAT PORTFOLIO

RED HAT

DECISION

MANAGER

RED HAT'

PROCESS AUTOMATION
MANAGER

CAl

RED HAT 3SCALE’
APl MANAGEMENT

Optimized for Containers

RED HAT RED HAT'
OPENSHIFT AMQ
Application Ruatimes

RED HAT'
RED HAT JBOSS' FUSE
WEB SERVER RED HAT'

MOBILE
RED HAT JBOSS' .
ENTERPRISE AEDIAT
APPLICATION PLATFORM é;\r{?IBLE
RED RED HAT QUAY
DATA GRID RECIRY"

RED HAT"
OPENSHIFT
Container Storage

THIRD-PARTY ISV

Red Hat Container Catalog (100s certified)

QCouchbase m €) sysdig @
VERITAS FAX:IEIEd i NetApp:
= A

Esonatype J}F.g ﬂd\/natrace nuagenetworks

CLOUD SERVICES

Open Service Broker

NIng

wiramazon Microsoft Azure

uP webservices

& Google Cloud

RED HAT

OPENSHIFT

Physical

© Copyright IBM Corporation 2020
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Wirtual

Accelerate with IBM Storage

Aoy imfrastructure

Private




What are IBM Cloud Paks?

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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Cloud Pak for Cloud Pak for Cloud Pak for Cloud Pak for Cloud Pak for Cloud Pak for
Multicloud Management Applications Data Integration Automation Security
Multicloud management, Build, deploy and Collect, organize, Integrate applications, Transform business Connect security
govel;naﬂc;-’.: and run applications and analyze data data, do;d services, processes, decisions, data, tools and
automation and APIs and content workflows
A e [ e g ) ) P ) [ e W T e
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more more
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Container platform and Container platform and Container platform and Container platform and Container platform and Container platform and
operational services operational services operational services operational services operational services operational services
Red Hat Red Hat Red Hat Red Hat Red Hat Red Hat
OpensShift OpensShift OpensShift OpensShift OpensShift OpensShift
Block storage Block storage File storage Block storage File & Block storage G RedHat
RwO) ©M» RWO) @ (RWX) Rwo) @M (RWX/RWO) Openghift
5 RedHat 6 5 RedHat e S Red Hat TBM 5 RedHat 6 L E’E,ir;?l:ﬂgm,age o Container Storage
Openshift Thraatioe for OpenShift Vieaatize for OpenShift Spectrum OpenShift Thraatioe for Spoctrum
Container Storage Public Cloud Container Storage Public Cloud Container Storage Container Storage Public Cloud

@ 18M Cloud Object Storage IBM Spectrum Discover @ Spectrum Protect Plus
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Cloud Pak for
Data Integration

Cloud Pak for
Multicloud
Management

Cloud Pak for
Applications

Cloud Pak for

Cloud Pak for
Automation

o

Multi Cloud
Cloud Application
Manager Management
i Sprin,
.‘. WAS liberty pring
—_— o
— * JBoss
g M
Cloud Cloud Kabanero
Event Automation Enterprise JBoss
Manager Manager
A €
= e
o istio jenkins
cLoubFoRMS.
b s —y
ANSIBLE
nade F
o’
node. Transformatio
*Urh&nCode Deploy n

*Developer Team Orch  3qdvisor
*Dev Team GOVEE&%ZR Openshift
- Openshi
+Add-on * Application

Red Hat
OpenShift

Red Hat
OpenShift

EEEN
L8 U} |
[} |
I
DB2
App Connect
S , Enterprise
Cognos Streams .
f é Event Streams
MariaDB* Redis*
. RabbitMQ
e
—
MongoDB etcd ‘:‘

* PostgreSQL

. Integration
* NetApp Persistent Storage

* Wand Taxonomies and Ontologies explorer

* Knowis for Banking

* Lightbend Reactive Microservices

* Prolifics Prospecting Accelerator
+ Add-on * (including Watson Al, + Add-on *

Red Hat
OpenShift

Cloud Pak for
Security

&)

API Connect

=i

Business Operational
Automation Decision
Management

Workflow
|
) =
o B
Business Business
Automation

Automation
Insight ~ Content Analyzer

~ B

N File
Watson VoLce lslonned Robotic
gateway anager Process

Automation *

+ Add-on *

Red Hat
OpenShift

Federated Case
Search Management
Universal Data Security

Insights orchestration and

- o

Development
Framework

Red Hat
OpenShift

“xB6/Power: Supported on OCP 4.2+ .
Core0S 4020 i *IBM Storage Suite for IBM Cloud Paks
\sz} (’\l *X86 only today
e N G reatiat | FaerTos & RedHat
~~" OpensShift Ceph Storage
iBM IBM iBM IBM Cloud Container Storage
Spectrum Spectrum Spectrum Object
Virtualize Discover Storage
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IBM FlashSystem

Object Storage

“Cloud Pak support for storage products varies
based on version and individual products in the
Cloud Pak



IBM
FlashSystem
Family

Storage made
simple for
hybrid
multicloud

Entry
Enterprise

x -

FlashSystem 5100

1
..... (oo

FlashSystem 5000

Midrange High-End

Enterprise Enterprise
il
jl ¢ @)
|

h x

FlashSystem 9200R IBM
Spectrum

Virtualize for

FlashSystem 9200

Public Cloud

x -

FlashSystem 7200

IBM Spectrum Virtualize Software

IBM Storage Insights (Al-based Monitoring, Predictive Analytics, and Proactive Support)
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IBM Spectrum Virtualize mj\\ll IBM Spectrum Accelerate [@] IBM Spectrum Scale  /(#), Iz‘;'s':::: '
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NVMe end-to-end

Storwize Storwize Storwize FlashSystem FlashSystem FlashSystem IBM Elastic DS888xF
V5010E / V5030E V5100/F V7000 9110/9150 A9000 A9000R Storage Server

Entry Entry Enterprise for Enterprise Class . .
SAS Hybrid & AFA NVMe Accelerated Everyone NVMe accelerated Cloud Service High End
Hybrid & AFA Solutions NVMe Accelerated Multicloud Enabled Providers Enterprise

Hybrid & AFA Solutions Big Data Business Critical

Scale-out clustering Consolidate file & 2/0S / AIX

99.9999% Simplified management Simplified management objectiworkloads Power HA

Availabilit Flexible consumption model Flexible consumption model Faster data Power i HA
y Virtualized, flash-optimized, modular storage Large Grid scale analysis

Enterprise heterogeneous data services and selectable data reduction Full time data reduction (Clleizel Sfieing ) o
Business cr|t|cal,

= deepest integration
e E with z Systems
5 e Superior

IBM FlashCore™ Technology Cptimized et 2

reliability

SVC I - S FIashSy§tem o i Three-site / Four-site
Superior endurance & performance Application acceleration * Extreme performance

. 5 « Hardware Compression replication
Enhanced data storage functions, | sFIPS 140-2 s, 2 = — - Targeting c?atabase DS8888F, DS8886F,

economics and erxibiIity with « Hardware Compression g | | acceleration DS8884F, DS8882F
sophisticated virtualization

© Copyright IBM Corporation 2020 Accelerate with IBM Storage



Why storage for containers?

@ e ry i ] : ful
‘ é cassandra ORACLE @ ‘* Stateu

di
Mongo Redis clasticsearch Database i %%%Egt; y Containers
M}*SGL
ORACLE
dj 3 Oracle WebLogic Server
httpd HPE
NGINX ((' Operations Bridge

tomcat ne d" pvthon Java
Mmaven i . E% Splunk
go

DATADOG

IBM web sphere L kibana | i @ @ e .
] md 0T

wordpress
logstash P Services Proxy
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The storage challenge

% Whenlrun a persistent
application in a container,
where does my data get
stored?

%+ one container holds the
directory and structure of
the application

© Copyright IBM Corporation 2020 Accelerate with IBM Storage 25



The storage challenge

% |ose & container. lose the data.

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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The storage challenge — the solution

% Store the data outside of the
container!

© Copyright IBM Corporation 2020 Accelerate with IBM Storage

Storage
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The storage challenge — the solution

+ |ose the container, data
remains in tact on the remote
volume

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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The storage challenge — the solution

% attach the volume to a new
container on a different host.
persisted state

© Copyright IBM Corporation 2020 Accelerate with IBM Storage
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New definitions of storage for

Containers
Container-ready Storage Container-native Storage
» Various classes of storage, including: » Storage is deployed inside containers and
— Storage Area Network (SAN) devices presented to application containers
— Software Defined Storage (SDS) - Hyper-converged approach to storage & compute for

containerized applications
— Network Attached Storage (NAS) PP

* Leverage your existing infrastructure,
processes, management, and monitoring

» Features such as snapshots, clones, and
replication can still be used

— Use internal drives or external storage for consumption
— Management through a single control plane within K8s

* Depending on protection scheme, can be up to
3 copies of the data stored

: : - ' file, block h
. Offerings include: Can be based on object, file, block, or other types

: , . — Generally includes snapshots, clones, and/or replication
— IBM Spectrum Virtualize family of products

» Offerings include:

— Red Hat OpenShift Container Storage
(Rook + Ceph + Multi-Cloud Object Gateway)

— Red Hat GlusterFS

— IBM Spectrum Scale
— IBM Cloud Object Storage



Container-ready and Container-native Storage

Master Nodes

Worker Node

Red Hat OpenShift Container Platform

Worker Node

Worker Node

Worker Node

Worker Node

Worker Node

Container

Container

Container-native
Storage Monitor

Container-native
Storage

Container-native
Storage

Container-native
Storage

— — —

—_—

Drives

Drives

Drives

SRR I R

Storage Pool

Container-ready Storage Container-native Storage
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Kubernetes Storage Terminology

Persistent Volume Claim (PVC)
« Namef mong P

+ Size 1&
+ Storage Class=g

* Access mode = RWonce

bounded

Persistent Volume (PV)
« Name = PVC-ID
*  Driver = <name>

PVC = mongo

mountpath = /data

© copyright 1M corporation 2P S ://Kubernetes.io/docs/concepts/storage/volumes/

.

Storage Class
To achieve dynamic volume creation, the

admin must define a k8s StorageClass (e.g
: gold, silver).

Provision a volume

1. The user create a claim for volume
(PVC).

2. The “Provisioner® (vendor specific)
listens to new PVC requests, and
dynamically creates the volume on the
storage system (if no PV already
matched). The PV is created.

Create a stateful POD

1. The user creates a POD with the new
PVC.

2. K8s triggers the “Driver® in order to
attach the PV to the node.

3. The volume is now mapped and
mounted to the node.

4. Kk8s starts the POD with the PV mounted
to /data inside the container.

v The statefull container is UP

32


https://kubernetes.io/docs/concepts/storage/volumes/

Washifétgm Cen

o K
Kubernetes Storage Terminology ‘@‘

IBM Block CSI Driver

- Provisioner =
_ Driver — IBM CSI

Persistent Volume Claim (PVC)

Size 1G
Storage Class:gcu.d/

Access mode = RWonce

bounded

V4 Enabling IBM Storage for
Kubernetes

Persistent Volume (PV)
¢ Name = PVC-ID

e Driver IBM CSI -

T | Container?
’ PVC = mongo

mountpath = /data

IBM Block Storage

© Copyright IBM Corporation 2020 33
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New IBM CSI driver — Flow

T

low:
Prepare nodes(iscsi\multipath\connectivity)
Install the driver (from Openshift Console)
Create Storage Class
Create PVC
Create statefulset with PVC + write data

lbm-block-csi-node Ibm-block-csi-node
Ibm-block-csi-controller

ghoobPRE

IBM Storage
iSCSI connectivity

© Copyright IBM Corporation 2020 34
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New IBM CSI driver — Flow

Ibm-block-csi-node

Ibm-block-csi-node
Ibm-block-csi-controller
Statefulset (replica = 1)

Ca@ine A

Vol

map
IBM Storage
iSCSI connectivity

© Copyright IBM Corporation 2020

T

Noo,rwnNpE

low:

Prepare nodes(iscsi\multipath\connectivity)

Install the driver (from Openshift Console
Create Storage Classh
Create PVC

Create statefulset with PVC + write data
Simulate Pod kill (Change POD selector)
Statefulset move to node2 with the datal

DATA persists /

35
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IBM Block CSI Driver

Deploying IBM Block CSI Driver

Let’s see this live —

Demo Time

© Copyright IBM Corporation 2020

Operator for IBM block

storage CSI driver
provided by IBM

Run IEM block storage C5l
driver on OpenShift.

37



Container Storage

Developers Love It

Container storage lets developers shave time from development
and testing cycles, and gives them control over how storage is
delivered. Developers can provisien their own storage, autono-
mously, through a simple interface — the Kubernetes-based
orchestration platform. Docking and loading containers adds
another layer of efficlency to development, testing, and deploy-
ment scenarios. The bottom line is, developers can focus more on

Admins Love It

Container-based selutions reduce administrative burdens while
giving admins more control over their environments. Because
developers can request and provision storage themselves, admins
no longer need to plant themselves in the middle of develop-
ment pmiel:hi_ And orchestrators Fo to town Imepln; containers
in check and running. Although administrators and develop

seem to be on two different planets much of the time, container

CONTAINER
STORAGE
INTERFACE

cade and less on housekeeping. storage unites!
) e /—i& I
, RED HAT"
OPENSHIFT OPENSHIFT

Container Storage

@ Submit Persistent Volume Claim @ OpenShift requests volume to be

created
@ OpenShift binds persistent 0\ Persistent volume is ;
volume to persistent volume created by storage " &
claim request system and registered RED HAT®
with OpenShift OPENSHIFT

Container Storage

FIGURE 3-1: Dynamic provisioning of storage volumes is handled on demand,
using the storage subsystem’s APIs.

© Copyright IBM Corporation 2020

[ CSI gRPC client
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Persistent Volume Storage Classes
* PersistentVolumeClaims allow a Containerized Application to consume

abstract storage resources.
» Containerized applications need PersistentVolumes with unique properties:

e Performance

Let's see this live, lets review . Flash
a storage class — . File
Demo Time . Object

» Data Optimization

» Compression
» Deduplication

* Thin
* Security - Encryption
* Cluster administrators need to be able to offer a variety of PersistentVolumes

that differ in more ways than just size and access modes, without exposing

users to the details of how those volumes are implemented.

* For these needs there is the StorageClass resource.
39
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Overview of deployment options for Storage Suite offerings

£ RedHat
OpenShift IBM Cloud Paks Spectrum Scale

Container Platform

Block File @ Through the CSI driver

(RWO PV) (RWXPV)

Spectrum Virtualize for
Storage Suite for Cloud Paks Public Cloud

@ Through the CSI driver
@ Under OCS Ceph

Common provisioning and management layer (CSI framework)

£33 RedHat
OpenShift
Container Storage

f}fﬁﬁg&g‘ OCS/CephRBD ~ OCS/CephFS OCS/NooBaa Cloud Obj ect Sto rage
RWO PVs RWX PVs Bucket claim . )
@ Multi-Cloud Object Gateway

RWO PVs
o e e COS Object Buckets e e @ External object store direct

from Cloud Pak

Spectrum Scale
RWX PVs

IBM Spectrum Scale @‘ 1BM Spectrum Virtualize for Public Cloud @ IBM Cloud Object Storage

& RedHat
Ceph Storage




Key features and benefits of Storage Suite for Cloud Paks

A complete yet simple SDS

infrastructure foundation

Choose the data resources you need when you
need them - block, file or object - and as your
needs change deploy new data resources

IBM certified with Kubernetes
and Red Hat OpenShift

Ongoing security, compliance and version
compatibility

Build new applications

with modern process

Helps enterprises transform and move to the
cloud by enabling them to build new
applications using modern processes

Simple scalable deployments
Organizations can simply deploy data resources,
scaling up or down without impact to their business

Quickly deploy persistent data

resources as storage classes
Self—service provisioning of persistent storage
resources in Kubernetes environments

Speed up container
storage provisioning
Supports Container Storage Interface (CSl),

simplifying management and reducing costs for
containerized storage deployments



Key takeaways

« Hybrid multicloud is happening now
« Containers are gaining momentum
« Without a solid storage foundation, projects will fail

« IBM Storage Suite Cloud Paks provides
that SDS foundation

r@w < NS ‘ o S,

Container Storage

IBM

IBM IBMClL oud IBM
Spectrum
Spectrum Object Spectrum VFrtuallze for Q Red Hat

Scale Storage  Discover Public Cloud Ceph Storage
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Sales Subject Matter
Expert List

NA Team

Michael Reaney — Business Development Executive
Michelle DePinto — NA Storage Sales Leader

Ann Evans — Sales Enablement

Washington Systems Center
Lloyd Dean — Storage Software Architect/Specialist
Dominic Pruitt — Storage Technical Specialist

Global Team
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Frank Lee - Sales Leader

Matt Levan - Technical Offering Manager
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Accelerate with IBM Storage Survey

Please take a moment to share your feedback with our team!
You can access this 5 question survey via Menti.com with code 91 74 40 or

Direct link https://www.menti.com/mkg7a2x6q8

Or
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